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"Investment banks manage to go bankrupt through their itnmest-banking activities, commercial banks manage to
go bankrupt through their commercial-banking activities.
Ben Bernanke, Chairman of the Federal Reserve

1 Introduction

Since the recent financial crisis that started in the U.Spsoie sector in 2007 there has been
considerable discussion about the importance of the U.&ilg sector throughout the world.
The Subprime crisis was strongly characterized by the sanabus failure of several banks in
the financial system. As direct costs of a bank failure arehgreater than the costs of a failure
of a non-financial company (see James (1991) and Kaufmari)j.9@gulators are faced with
the primary task of limiting systemic risks and bank contagifects in the banking sector. Sev-
eral government programs, e.g. the Troubled Asset ReligfrBno (TARP), tried to restrain the
spillover dfects of the recent financial crisis by the infusion of taxpdyads to both commercial
as well as investment banks. Traditionally, the too-bidaibrationale has been used as a justifica-
tion for the government to rescue commercial banks as tadiré could coincide with an increase
of systemic risk in the overall banking system. Since theuesf Long-Term Capital Manage-
ment by the U.S. Federal Reserve in 1998, however, the totekigl rationale has been extended
also to nonbanks in order to ensure the overall financiallgiad he most prominent example of a
threat on the global financial stability, however, showsabiéapse of the investment bank Lehman
Brothers on September 14 2008, then the fifth largest investhank in the world. Merill Lynch,
Morgan Stanley and Goldman Sachs experienced all liquid&grains and changed their business
models in the aftermath of Lehman Brothers’ failure. Howewet all banks in the U.S. banking
sector contribute equally to systemic risk. In this paper,decument that U.S. investment banks
contribute significantly more to systemic risk than commadribanks or savings institutions, es-
pecially during the Subprime crisis. Also, we carefullyttés bank’s non-core banking activity
is related to systemic risk and which factors also help erplee banks’ contribution to systemic
risk.

Investment banks could be more globally systemically irtgparthan commercial banks or



savings institutions because of theiffdrent sources of income. The Gramm-Leach-Bliley Act of
1999 which repealed the Glass-Steagall Act of 1933, has segp@ seperation between com-
mercial and investment banking industries. The justifaratior the statue was to rescue the
commerical banking industry which was thought to be obso(see _Macey (2000)). The re-
sult was that banks were allowed to engange more in nortivadl banking activities such as
investment banking, security brokerage and asset seaiiiin (see DeYoung and Torna (2013)
and/Boot and Thakor (2010)). As banks became also more itéefvath the financial markets
their nontraditional banking actitvity increased. Figdirshows the increase of the FDIC-insured
banks’ noninterest income in net operating revenue for 1B8sugh 2012. In 1984, the average
banks’ noninterest income in net operating revenue (netest income plus noninterest income)
accouted for 29% and peaked at 43% in the second quarter @t 2B the introduction of the
Gramme-Leach-Bliley Act in 1999, the average share of nongsteincome accounted for 41% of
net operating revenue. In this context, BrunnermeiereR&l1?) confirm in their findings that
non-traditional banking activities in the form of nonirgst income significantly increase a bank’s
contribution to systemic risk. The authors analyzed U.8kbdetween 1986 and 2008 and show
that non-core banking activities like, e.g. investmentKiag are diferent from the traditional
deposit-taking and lending functions of banks thus leading greater fragility of the financial
market, (see, e.d., Mercieca et al., 2007; Baele,2005) antbBghe|(2010).

This paper addresses the need for a comprehensive andlylis relation between a bank’s
non-traditional banking activity, its bank business maoaedl both its contribution and exposure
to systemic risk. More precisely, using a sample of U.S. bankhe period from 1999 to 2012,
we employ three dierent models for measuring an individual bank’s exposudecantribution to
systemic risk. First, we follow Acharya et/al. (2010) and swa a bankexposureo a possible
under-capitalization of the financial sector using a baMeésginal Expected Shortfall (MES) esti-
mated in a static fashion. Brownlees and Engle (2012) extaadrteasure and propose a dynamic
specification of the estimation of a bank’s MES (dynamic MBE®)Y our main analysis, we focus

on the dynamic MES as the dynamic specification accountsnf@rvarying volatility and correla-



tion as well as nonlinear tail dependence in the banks’ aadinlancial sector’s returnB.Second,
we compute the banks’ SRISK proposed by Acharya et al. (20idBaownlees and Engle (2012)
which combines a measure of a bank’s stock price sensitiwggther with its leverage. Finally,
we use the\CoVaR measure of Adrian and Brunnermeier (2011) to measurelkestzzntribution
to systemic ris

Using these three measures of systemic risk, we test séwgraiheses from the financial inter-
mediation and international finance literature on the qoesthy investment banks have a higher
exposure and contribution to the fragility of the global fingl sector and how banking activity
is related to systemic risk. The Basel Committee on Banking Sigien (2013) identifies bank
size, interconnectedness, substitutability, crossglictional activity and its complexity as key
drivers of financial instability. Particularly, bank sizeaften cited as the main driver of systemic
rist O’Hara and Shaw (1990) and Acharya and Yorulmazer (200&)esttoat larger banks could
provide managers with incentives for excessive risk-tgkdg in case of a bank’s default the prob-
ability of a government bailout increases. In this cont&andhi and Lustlg (forthcoming) find
that stock market investors price a bank’s size in its stetlrns as the probability of receiving a
bailout is determined by its size. Similarly, Brunnermeieale(2012) confirm that non-core bank-
ing activities of banks in form of noninterest income havegaisicant d€fect on banks’ systemic
risk contribution. Furthermore, the authors document angtrand positive correlation between
MES and bank size. Panel B of Figlile 1 shows the relation letleank size and the banks’ share
of noninterest income in net operating revenue. Evidetdhge banks with total assets in excess
of $ 1 billion have a significantly higher noninterest incosfere than smaller banks with total
assets below the threshold of $ 1 billion. Denfiggkunt and Huizinga (2013) argue that larger

banks have the ability to enter new businesses as they hasassr access to capital and infras-

We also estimate but do not report the results on the statis.M# find the results on MES to be similar to those
of the dynamic MES.

Giglio et al. (201B) stress the need for several distinctsness of systemic risk.

For example, the Dodd-Frank Wall Street Reform and Constratection Act of 2010 uses the $ 50 billion of
totals assets threshold for defining systemic importandso,Beltratti and Stulz (2012) focus in their analysis
on systemically important banks and use the $ 50 billion tflfoassets threshold for a bank to be included in
their final sample.



tructure. Additionally, larger banks can easier diversifgir income streams than smaller banks.
The Figure also shows that during the Subprime crisis afsignit decrease in bank’s noninterest
income share for large banks can be determined while smaksbiadicate a relatively constant
level of noninterest income to net operating revenue of @pprately 25% for the entire oberser-
vation period from 1997 through 2012. This result implisatikat noninterest income tends to be
a more volatile source of revenue than traditional interatst income especially for larger banks.
In periods of financial distress, e.g. the Subprime crisaagkis could face a decline in the sources
of revenue from fees and brokerage services |(see Altunlzds(@011)). Also, the global trend
towards more diversification in bank income sources andemprently an expansion of noninterest
income revenues has provided banks with additional sowfc@Eome thus extending the nonin-
terest income revenues. However, diversifications can toedmsure the stability in overall bank
income_Stiroh((2011). Additionally, DeYoung and Tarna (2P&how that banks with a higher re-
liance on noninterest income have higher betas and arequeistly more sensitive than traditional
banks to extreme market and macroeconomic changes. Whdtheks contribution to systemic
risk is either related to a bank’s banking activity, its siite business model or to crisis periods is
of major importance for regulators and policy makers in otdensure the global financial market
stability.

Further, the Basel Committee on Banking Supervision (2018)idéntifies a bank’s intercon-
nectedness as a key driver of systemic risk. As banks ente¢ nuntractual obligations with
other banks they are likely to increase in size. At the same,tbanks that become larger also
tend to increase their contractual obligations with otreTks. Consequently, we expect bank size
and banks’interconnectedness to be positivly correlatetita be positively related to a bank’s
contribution to systemic risk. The insight that systemsgkns not solely driven by banks’ size
or banks’ interconnectedness is also shared by other comatnen E.gl Adrian and Shin (2010)
find that leverage among investment banks is strongly ptmatémplying that they take on more
risk in good times and sellfbrisky assets in bad times. Additionally, Hovakimian et 2012)

analyze quarterly data of U.S. banks over the period of 18720t0. The authors find bank



size, leverage and asset risk to be the main drivers of systesk. Also, DeYoung and Torna
(2013) determine that a bank’s default probability is digantly driven by higher stakeholder
income from non-traditional activity that require banksn@ake asset investments. Similarly,
Demirgic-Kunt and Huizinga (2013) find some evidence for diveration gains from their lev-
els and conclude that banking-strategies that rely promiijy@n generating noninterest income
are very risky. Other commentators, however, argue thatdh@ce of some banks on short-
term funding contributes to the build-up of systemic riskspeciallly prior to the crisis (see, e.g.,
Diamond and Rajan, 2009; Adrian and Shin, 2010; Gorton, 20h@restingly, Fahlenbrach et al.
(2012) use a bank’s stock return performance during the LT@®iscto predict both a bank’s
performance and its default probability during the recemaricial crisis. The authors refer this
finding to a bank’s risk culture. Applying this argumentation the analysis of systemic risk,
U.S. investment banks could contribute more to systemic dige to their aggressive business
model. Moreover, depository institutions enaging moreontraditonal banking activities could
also show a similar contribution to systemic risk as investtbanks. Consequently, investment
banks could ceteris paribus be more systemically relevem tommercial banks and savings in-
stitutions because of a stronger activity in non-core lessns. Also, commercial banks engaging
more in non-tradtional banking businesses could also shioigleer contribution to systemic risk
than comparable commerical banks engaging in traditioaakimg activities.

Financial market stability, however, could also be influmthby the extent to which national
regulators restrict banks from engaging in certain busiraesivities. As theoretical justification
for such bank activity restrictions, it is often argued taersification of banks into trading, un-
derwriting and investment banking causes conflicts of egefsee John etal., 1994), increased
risk-taking (seé Bovd et al., 1998; Brunnermeier et al., 20ER)y example, the presence of a de-
posit insurance scheme (Merton (1977)) can have both gtialiland destabilizingféects on the
financial system. While Diamond and Dybvig (1983) argue inrtbkassical model that deposit
insurance can prevent self-fullfilling bank runs by depwsitdeposit insurance, on the other hand,

may provide bank managers with incentives of excessivetaiskg, thus increasing a bank’s de-



fault probability ((see Kane, 2000; Demirg-Kunt and Detragiache, 2002)). Anginer etal. (2013)
find that deposit insurance dominates during times of fir@mcises while moral hazard seems to
be dominating during calm periods. These findings could bgjpain the diferences in system-
cic risk contribution between FDIC insured banks and inwesit banks. The empirical banking
literature has also focused on the relation between barks'core activities and systemic risk.
DeYoung and Torna (2013), Song and Thakor (2007) land Shksifé Vishny |(2010) confirm a
positive relation between banks’ non-traditional bankaagvities and their contribution to sys-
temic risk. Following this line of argumentation, commatibanks could contribute to systemic
risk in almost the same manner as investment banks, conditibat they engange more in non-
traditional banking activities.

Analyzing a sample of 8863 bank-year observations from 1888ugh 2012, we find that
investment banks contribute on average more to systenki¢ch@) commerical banks or savings
instituions. Especially, during the recent financial &isnvestment banks contribute significantly
more to systemic risk. This results is statistically andrecoically significant. Further, the
Gramm-Leach-Bliley Act of 1999 allowed to engage more in trawlitional banking activities
like e.g. investment banking. We find, that depository bankseased their noninterest income
share as used to proxy for a bank’s non-traditional bankaityity. We also find, that a bank’s
non-core banking activity is positively driven by bank sl also by the banks’ business model.
We also investigate further analyses to determine whick4saecific variables determine systemic
risk. Again, we find bank size to be one main driver of systensk. Follwing these results, we
propose the propensity-score matching technique and neaic investment bank to a commeri-
cal bank using the banks’ natural logarithm of total assetsua main matching variable. In our
additional analyses we show that investment banks stiliritarie more to systemic risk than com-
parable commercial banks. Most notably, when looking atroencal banks that engage more
heavily in non-traditional banking activity,no signifidatifferences in regard to their systemic risk
contribution between investment banks and commercialdaak be determined.

To the best of our knowledge, our paper fills a gap in the liteeg as we are the first to



analyze the nexus between banking activity and both a bakigribution and its exposure to
systemic risk. Moreover, we investigate the question if akisabusiness model is also a main
driver of systemic risk which at least has important imglimas for both regulators and politicians.
This paper is related to several recent papers on systegkicthe financial crisis and banking
activity. IDemirdgic-Kunt and Huizinga (2013) analyze theet of banking activity on bank risk
and return using an international sample. In our work, weWDemirgic-Kunt and Huizinga
(2013) and use a bank’s banking activity to analyze thece of banking activity on systemic risk.
Brunnermeier et all (2012) found that banks non-core barkatitjvies are positively related to a
bank’s contribution to systemic risk. In our analyses, weplement their analyses using also a
bank’s dynamic MES and SRISK as further measures for a baxjtsseire to systemic risk. In our
final analyses, we follow Bartram etlal. (2012) and use thegmsity score matching technique to
match investment banks to commercial banks. We also follahl&and Stulz (2013) and use the
difference-in-dierence approach to investigatéfeiences between both groups for each period
of the subprime crisis.

The paper proceeds as follows. In Secfibn 2, we describeatarashd the methodology for our
systemic risk measures. In Sectldn 3, we investigate trermi@iants of both banking activity as
well as systemic risk. To validate our main findings, we itiggde some additional analyses as

well as robustness checks. Secfidbn 4 concludes.

2 Data

This section describes the construction of our sample, eefime diferent systemic risk mea-
sures and presents the choice of our main independent lesriab well as descriptive statistics of

our data.



2.1 Sample construction

We construct our primary sample using all publicly trade&.Uhanks included in thEhomp-
son Reuters Financial Datastreaocountry and dead firm list from 1999 through 2012. As we
consider only U.S. banks with primary listings in the U.Se exlcude banks with nonprimary
issues and secondary listings. We select all bank-yeamedigmns for banks with Standard In-
dustry Classification (SIC) codes between 6000 and 6300 ingbalfyear end 1998. In contrast
to/Fahlenbrach and Stulz (2011), we do not exclude non-depp$anks with the two-digit SIC
code 62 as we are interested in analyzinfjedences between deposit-taking and non deposit-
taking banks and their contribution to systemic risk. Alse,follow/Fahlenbrach and Stulz (2011)
and manually go through the list of banks with SIC codes 6 E®afce Services) and 6211 (Se-
curitiy Brokers and Dealers) excluding pure brokerage hause

We use two sources to construct bank-level data from 19@fugir 2012. While daily share
price data are retrieved frofhompson Reuters Financial Datastreainancial accounting data
are taken from théVorldscopedatabase. We winsorize our balance sheet data at the 1% and
99% quantile in order to limit the biasingtect of outliners in our sample. We apply several
screening procedures which are commonly applied in the icapiiterature , e.g., as provided
by Hou et al. ((2011) and Ince and Parter (2006). First, we @dlbpanks from our sample with
missing Worlscope data and banks with missing DatastreatescoFurthermore, we control for
the known Datastream practice of rounding prices exclutiagks with an average share price
below $1. Also, we treat any return above 300 % that is redevgiénhin a month as missing.
According to Hou et al.| (2011), we also exclude bank-yeathef number of zero-return days
exceeds 80 % in a given year. Additionally, non-trading dagsexcluded if 90 % or more days
are zero-return days. Moreover, we do not consider U.S. BulBoards and "Pink Sheet” stocks.
For each bank, we require available share price data forulheliservation year, to ensure the
daily estimation of our systemic risk measures.

We also control for possible opaqueness in our data. Exgjusome banks-years from our

analysis due to missing or incomplete data can implicatdexisen bias problem. We control in



a two-step manner for this issue. First, we manually chddkyiany excluded bank at least one
annual report and stock quote are from any data source blgilDatastream does not provide
any data. Moreover, we rule out a selection bias problenmhimsd banks omitted from our analysis
for which the data extracted from Datastream or Worldscepaly incomplete and for which key

data items are available. Therefore, the possibility oflacsi®n bias due to bank opacity can be
ruled out.

Also, we control for mergers in our sample. More precisely,manually search in thEhom-
son One Banker Databage identifiy banks that either merged or that were acquirethdwur
observation period. Several authors (see, e.g., Weils @oghcoming) and De Nical and Kwast
(2002)) argue that mergers in the banking sector result imenease in the acquiring banks’ as
well as in the target banks’ contribution to systemic riskirtRermore, these analyses show that
the number of overall takeover activities, also in the Uirrteased over the last two decades. In
order to aviod distortiveféects of possible mergers in our sample, we exlcude both aegquEnd
target bank in the year they mergered. As a result, we carouilthat any non-deposit bank was
acquired by a deposit-taking bank and vice versa during ebsérvation year.

Our final sample consists of 8863 bank-year observationd@® U.S. banks. The distribution
of bank-years with regard to theftirent bank classifications is shown in Fighie 3. Evidently,
commercial banks and savings institutions represent tifeelst portion of banks accorfing to both
the full-sample and as well as over all years. The numbenelitment banks in our sample ranges
from a minimum of 47 banks up to 72 banks in a observation yEae. classified "other” banks,
which are predominantly non-deposit taking banks, howeegresent the lowest portion in the

final sample.

2.2 Systemic risk measures

We use three dierent measures of systemic risk that are proposed in therieaiganking
literature. All these measures are based on daily stockeharid financial accounting data and

have been extensively been used by regulators for morngtdinancial stability ((see Benoit etlal.,



2013)). We begin with the estimation of the Marginal Expdc&hortfall (MES) as proposed by
Acharya et al.|(2010). Using this static structural form rageh, we can measure an individual
bank’s exposure to systemic risk. More precisely, the ME8eBned as the negative mean net
equity return of the bank conditional on the global finanamgrket experiencing extreme down-
ward movements. In contrast to this definition, we do not uggobal financial sector as our
reference, as we are interested in bank’s local exposurgstersic risk. Therefore, we use the
Datastream US Bank Ind&2S code BANKSUS) to proxy for the U.S. financial se(g‘d?ollow-
ing this method, we follow Brownlees and Engle (2012) and emiile daily MES estimates using
a dynamic model instead of a static one. These authors acicotineir approach for time variying
volatility and correlation as well as nonlinear tail depende in the banks’ and the sector’s returns
thus indicating that this approach is economically mordlehging than the static MES. We begin
with the TARCH (see Rabemananjara and dakg 1993) and Dynamic Conditional Correlation
(DCC) (see _Engle, 2002) specifications to compute a bank’y S estimates for all trading
years within one year. Averaging these daily MES estimateg#&ch individual bank yields our
dependent variablé.

As a second approach to measure a bank’s exposure to sysigkniee follow Acharya et all.
(2012) and employ their Systemic Risk Index (SRISK) approathe authors argue that the
MES approach does not account for the leverage of a finamgétutions. Therefore, the au-
thors complement the previous MES approach including a’bdeNerage to measure its SRISK.
SRISK considers both, a bank’s liabilities as well as its axje to shocks in equity prices. More
precisely, the SRISK is the capital that a firm is expected #®dneonditional on a crisis, i.e.,
SRISK=j; [CapitalShortfall | Crisis]. Acharya et al.|(2012) argue that the expected capital
shortfall captures several important characteristicssf@temic risk and thus merges size, lever-
age, interconnectedness and the 'comovement’ (see Ackaatg 2012) of the firm’s assets with

the total financial sector in a single measure. We use dalkstrices and the number of shares

4 We measure a bank’s MES for the entire period but do not repontesults.
5 Note that annual estimates of the daily dynamic MES are usgiktd the dependent variable used in our main
regressions, while we consider quarterly estimates foadditional analyses (see also Hovakimian et al. (2012)
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outstanding to proxy for the daily market value of equitydda data availability) yearly data on
debt.

The SRISK estimate for barilkat timet is given by
SRIS K = k(Debt;) - (1 - k) (1 - LRMES;) Equity;; (1)

wherek is set to 8% to denote the regulatory capital rabept; is the bank’s book value of debt,
LRMES; is the long run Marginal Expected Shortfall defined a®tp(-18-dynMES, dynMES
is the previously described dynamically estimated MES Bqgdity; is the banks’s market value
of equity. Technical details of the methods used for esimgahe diterent measures of systemic
risk are described in Appendix

As a third approach to measure a bank’s contribution to syisterisk, we follow
Adrian and Brunnermeier (2011) and employ th€oVaR method. This measure is based on
the tail covariation between financial institutions and fimancial system. While the dynamic
MES and SRISK can be viewed as a measure of a bank’s exposureattciil market tur-
moil, the ACoVaR approach attempts to measure a bank’s contributiorydtemic risk. In
this study, we implement both the conditional and uncoadél ACoVaR for our entire sam-
ple. |Adrian and Brunnermeljer (2011) criticize the MES measg not being able to adequately
address the procyclicality that arises from contemporaseisk measurement. While the uncon-
ditional ACoVaR estimates are constant over tH\'{be conditionalACoVaR is time-varying and

estimated using a set of state variables that capture thetieroof tail risk dependence over time.

We do not report the results for the unconditioA@loVaR estimations. They are available from the authors upon
request.

7 We follow|Adrian and Brunnermeielr (2011) in using the chaingie three-month Treasury bill rate, thefedi-
ence between the ten-year Treasury Bond and the three-mogdbury bill rate, the change in the credit spread
between BAA-rated bonds and the Treasury bill rate, thermedn the Case-Shiller Home Price Index, and im-
plied equity market volatility from VIX as state variablesthe estimation of the conditionalCoVaR. Data are
taken from the U.S. Federal Reserve Board.
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2.3 Main independent variables

We hypothesize that banking activities and our systemicmmsasures can be explained by a
set of idiosyncratic bank characteristics. Therefore, alkect a set of bank-specific variables. The
data sources and definitions of each variable are report&dpendix].

The first set of variables includes idiosyncratic bank cbiaréstics. To proxy for bank size
we use the natural logarithm of a bank’s total assets. As thk Bar International Settlements
(2013) recognizes bank size as one important dimensionstésyc risk, we expect bank size
to be an economically significant driver of systemic risk.eTho-big-to-fail hypothesis supports
this view, as larger banks increase the bailout probalifitpugh the government in case of a
default, thus damaging the confindence in the interbank ebakd at least the financial system
as a whole. This problem, however, engages managers wihtises of excessively risk-taking
(see e.g.. _Gandhi and Lustig (forthcoming), O’'Hara and ShE®9(),| Acharya and Yorulmazer
(2008)). Moreover, Demiiigc-Kunt and Huizinga (2010) show that bank size is alsotpesy
related to the bank’s noninterest income share and thugtodh-traditional banking activity of a
bank. We control for this an consider bank size as an indep@nériable in our regressions.

Next, we use a bank’s market-to-book ratio which is definethagnarket value of common
equity divided by the market value of common equity to proay d bank’s valuation. A greater
charter value of a bank could provide managers with incesatie increase their capital ratio thus
limiting their risk-taking activity. However, this couleeduce possible losses in charter value in
case the bank defaults, see €.g. Keeley (1990). Therefdrankis valuation and systemic risk
contribution could be negatively correlated.

Also, we consider the variable Leverage which is defined agjtlasi-market value of assets
divided by the market-value of assets divided by the mavkéie of equity in which the quasi-
market value of assets is given by the book value of assetsstire book value of equity plus the
market value of equity (see e.g. Acharya etial. (2010)). kanwle, Shleifer and Vishny (2010)
confirm that highly levered banks contribute more to bothesysc risk and econonomic volatility.

Similarly, Brunnermeier et al. (2012) as well as Beltratti &tdlz (2012) show that highly levered
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banks contribute more to systemic risk and perform worse kbaer levered banks. In contrast, a
lower levered bank could lead to a higher likelihood of a Badlefault and this is contribution to
systemic risk due to the fact that these bank managers canemitash flows to risky projects, see
Berger and Bonaccorsi di Patti (2006). Therefore, we expecsitn of leverage to be unrestrices
in our regressions.

One important dimension of systemic risk which is also ideadt by the
Basel Committee on Banking Supervision (2013) is the intereotmdness of a bank.
Memmel and Sachs (2013) argue that a bank’s interconnezdedis together with bank
size a main driver of systemic risk. These authors have adoedetailed supervisory data thus
identifiying a bank’s interconnectivity through the intarik market. While larger banks have a
higher probability to increase their interconnectednesstagion &ects in case of a bank’s default
can steadily be transmitted through the interbank marketarialyze the interconnectedness of
a bank with the global financial sector, we use the variabiertonnectedness as introduced by
Billio et al! (2012). This variable represents the sum of id ant connections of a bank to other
banks in the financial system.

We follow|Fahlenbrach et al. (2012) and integrate the balakjged buy-and-hold returns as a
proxy for bank performance. We expect this variable to beediptor for the presence in bank’s
risk culture thus expecting that banks that performed welhe past still aim to perform well in
the future hence contributing less to systemic risk.

Also, we argue that a bank’s activity, as proxied by the ntmmagst income share is
also positively correlated with a bank’s performance. Addially, we use the bank’s non-
interest income share as a proxy for bank activity. While Beimeier et al. [(2012) de-
fine non-traditional income as the share of noninterestnrecalivided by net interest income,
Demirgic-Kunt and Huizinga (2013) use the banks noninterestnmecto total operating income.
We follow/ Demirdic-Kunt and Huizinga (2013) and construct a bank’s nongstancome share as
the share of noninterest income divided by the sum of totat@st income and noninterestincome.

Brunnermeier et all (2012) argues that a bank’s non-tramitibanking activities are positively re-
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lated to the bank’s conribution to systemic risk. SimilafeYoung and Torna (2013) argue that
a bank’s default probability is driven by higher non-corakiag activities. Also, Mercieca et al.
(2007) and Baele (2005) find a positive relation between rierest income banking activities and
systemic risk.

In our additional analyses, we investigate the questiontmdrecommercial banks with a low
Tier 1 capital ratio have a similar contribution to systemsk as comparable investment banks
during the Subprime crisis. The Tier 1 capital ratio is defias as the ratio of Ratio of Tier 1
Capital to total risk-weighted assets. Tier 1 capital repmésthe highest quality component of a
banking firm’s capital. It can fully absorbe losses withauterrupting a bank’s business in any
way. As a lower Tier 1 capital ratio could not fully cover tlus$es in case of a bank’s default, we
expect that commercial banks with a low Tier 1 capital ratidvéve both a similar exposure and

contribution to systemic risk.

2.4 Descriptive Statistics

Panel A of Tablé ]l presents annual mean estimates of ouemsystrisk measures an bank-
specific variables. Panel B of Talblellll provides summaryistias of the mean estimates of our

systemic risk measures and bank-specific variables for leack classification.
— insert Table& ]I ant1ll here —

The ananlysis of our systemic risk measures shows that aagedhe banks’ exposure to
systemic risk, as measured by the dynamic MES and SRISK, dertly higher during times of
financial turmoil, e.g. during the Dotcom crash and the Smrcrisis. Similarly, the average
banks’ contribution to systemic risk also significantlyneased during the recent financial crisis.
For our four bank classifications, we can see that on the ome ineestment banks on average are
more exposed to systemic risk. More precisely, on averagye lthve a dynamic MES of 4.39%
and on the other hand also contribute more to systemic rig8¥2), as measured kyCoVaR.

The average estimates of dynamic MES, SRISK AGdVaR, however, do not significantlyfter
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between commercial banks and savings institutions. Fidleind 6 show the course of our three
systemic risk measures over time. All plots show the aveddglee individual yearly measure of
systemic risk accounting for our four bank categories. Baigim with the analysis of a bank’s
exposure to systemic risk, we can see that the average dgmdif shows an upward trend for
the Dotcom crash in the year 2000 as well as for the Subprimis @n 2008. More precisely, in-
vestment banks and the fourth category "Others”, i.e. magih-depository banks, have for most
of the time a higher exposure to systemic risk than commidsaiaks or savings institutions. Sim-
ilar results can be determined for SRISK which is also a praxyafbank’s exposure to systemic
risk. In this figure, we can see that investment banks always k higher exposure to systemic
risk than banks of other bank categories. In the aftermathefinancial crisis, SRISK declined
dramatically for investment banks, even under the comrakbianks’ level of SRISK. Analyzing
the average\CoVaR, which is a bank’s contribution to systemic risk, we ca& that investment
banks have a significant higher contribution to systemi ttin any other bank category. Put
differently, investment banks contribute signficantly morey&iesmic risk, especially during crisis
periods. Not surprisingly, savings institutions show thadst contribution to systemic risk for the
entire observation period.

The analysis of the bank-specific variables shows that beuskge proxied by total assets
steadily has grown over the oberservation period. The biri@nges from $ 94.5 billion in 1999
up to $ 258 billion in 2012. The mean bank size is higher foegtient banks than for any other
bank category. More precisely, while investment banks laavaverage size of $ 400 billion com-
mercial banks have an average of total assets of $ 202 biNohsurprisingly, savings institutions
are on average the smallest banks in the sample with avested@ssets of $ 30 billion.

The average bank performance varies widely across the atsya our sample. While the
minimum average bank performance is -44.5% in 2009, bardtzeel the best bank performance
of 33.7% in 2004. Most notably, investment banks realizedstpe average bank performance
of 2.7% while both savings institutions and commercial lsashow a negative bank performance

of approximately -1%.

15



To proxy for the diterent banking activities, we follow Demiig-Kunt and Huizingal (2010)
and/ Brunnermeier et al. (2012). While Brunnermeier et al. (2@E2ine non-traditional income
as the share of noninterest income divided by net interesimie, Demir@ic-Kunt and Huizinga
(2010) use a bank’s operating income in the denominator.olM@¥ Demirgic-Kunt and Huizinga
(2010) and construct a banks’s noninterest income shaheahare of noninterest income divided
by the sum of total interest income and noninterest inconaimerest income includes a bank’s
income from trading, fees and commissions. As these aesvére not related to the traditional
banking activities, i.e, deposit-taking and lending, heg&rewe investigate the question whether a
bank’s noninterest income share is a good proxy for a banlsiness model. Panel A of Figure
[71 shows the yearly average noninterest income share foaakd The average noninterest share
ranges between 21% in 1999 up to 32% in 2005. With the beginafnthe Subprime crisis
in 2007 the noninterest income share level decreased for @dtspand shows in the aftermath
of the financial crisis a nearly constant level of 31 %. Thisuikis inline with the findings of
Brunnermeier et all (2012) who show that banks have earngghaihportion of their profits from
noninterest income compared to interest income in the pses@eriod. Due to the fact that we are
interested in the analysis of non-tradiontional bankingaes for different bank business models,
we also report the average noninterestincome share faualbank categories, i.e, (1) commercial
banks, (2) savings institutions, (3) investment banks dhathers (which are predominatly non-
deposit taking institutionsﬁ Again, the time trends for all bank categories are shown mePa
B of Figure[T. Not surprisingly, commercial banks and sasiigtitutions show a similar and
nearly constant trend in their noninterest income sharereNpoecisely, even before and in the
aftermath of the Subprime crisis, no significant changesbeadetermined. On the other hand,
investment banks show a high noninterest income share iprexerisis period, i.e., nearly one,
though a decrease in the noninterest income share for meaesbanks is higher than for the other

bank categories.

8 We categorize these four bank business models using eakls IS4G code.
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We also plot the frequency distribution of the banks’ nogsiast income share for the entire
sample using a histogram (see Panel C of Figlire 7). We usentieesals of size 0.2 between
zero and one to show the frequent observations for each & fhéervals. The distribution of this
variable shows that most banks have an average nonintaeceshe share of 23%, while a higher
portion of observations have lower noninterest incomeeshaf noninterest income share of one
can be determined for a very high portion of the sample, red@gminatly investment banks.

The analysis of the varianle interconnectedness as intemtlby! Billio et al. (2012) shows
that banks’ interconnectedness which they define as the simand out-connections of a bank
increases in times of market tourmoil than in tranquil tineeipds. Most notably, investment banks
have on average a higher interconnectedness through ihe famincial system than banks of the

other bank categories in our sample.

3 Why do Investment banks contribute more to systemic risk?

In this section, we analyze which factors determine a bap&iing activity. Moreover, we
investigate in a panel-regression what determines botmk$eaontribution and exposure to sys-
temic risk. We investigate several additonal analyses aerdicthe robustness of our results in the

final subsection of this chapter.

3.1 Which factors determine banking activity?

As we are interested in relation between banking activity systemic risk, we first aim to
determine which bank-specific factors can help explain cane- banking activities. More pre-
cisely, we use the banks’ noninterest income share as our degiendent variable and include
several bank-specific variables as our explanatory vasalVoreover, we include three dummy
variables, to capture thefect of diferent business models on the banks’ non-traditional bankin
activity. We use a panel regression with time-fixdteets and robust standard errors. Table IV

presents the results of our estimations.
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— insert Tablé TV here —

Regression (1) constitutes our baseline regression estihuging the full sample. We proxy
bank size using the natural logarithm of a banks total assetsee that bank size is a significant
driver of banking activity. This result is not only stateslly but also economically large as a one
standard deviation increase in bank size increases a bamkiaterest income share by 112 basis
points. This result is in line with the findings of DemirgrKunt and Huizinda (2013). The au-
thors also find a positive impact of total assets on bankinigigc Also, this result confirms the
trend in[7 indicating that larger banks engage significamitye in non-traditional banking than
smaller banksH Moreover, we can confirm our previous findings from Panel BuFegi. We
find that investment banks rely more on noninterest incorae the other bank businesses. More
precisely, commerical banks and savings institutions agatively related to the dependent vari-
able. Regression (2) restricts our sample to large bankstatiéhassets in excess of $ 10 billion.
Agian, total assets enter our regressopm woth a sigmnifpmsitive sign. Moreover, noninterest
income share generating activities are also associatddgsgater equity. Similar to regression
(), investment banks rely more on non-traditional banlkasgvities than commercial banks or
savings institutions. According to our findings in Figlfeng see that during the Subprime crisis
a significant decrease in noninterest income to net opgrataome of FDIC insured banks can be
determined. Therefore, we repeat our baseline regressiwidering the crisis period from 2006
through 2009. The results in regression (3) mostly confirefitidings of our baseline regression.
Additionally, we find that bank performance as measureddlagged buy and hold returns, which
indicates that banks that performed better significantlymere on non-core banking activities.

Regression (4) is only restricted to depository institugiom control for the determinants of
banking activity. Most notably, we again find, that totaletsss a significant driver of banking
activity. This result maintains the findings in Figlrde 2 wdnéarger FDIC insured banks have a

significant higher portion of noninterest income than serdsiinks.

9 Note, that this figure only considers FDIC insured banks. @ihall banks are defined using total assets below
1 $ billion, large banks present those banks with total aseedxcess of 1 $ billion.
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3.2 Which factors explain the contribution to systemic risk?

In this section, we present the results of our panel estandt examine which factors deter-
mine both a bank’s contribution and exposure to systemic fi® mitigate the problem that our
dependent variables and some of our explanatory variahigist ine determined simoultaeously,
we lag all independent variables by one year. For an easspnetation of our estimated regres-
sion codficients, we standardize our explanatory variables with a pegan and a one standard

deviation in order to interpret the economical significaotthe estimated cdgcients.
— insert Tablé'V here —

Table[V reports the results of our panel estimation using+fiwed dfects and robust standard
errors. Model (1) through (3) use the banks’ dynamic MES egi#pendent variable. Regression
(1) constitutes our baseline regression for the full sanpéank size which is proxied by the lag of
total assets is significantly positive related to the depahdariable. A one standard deviation in-
crease in total assets is associated with an increase ofs®¥ daants in dynamic MES. Moreover,
this result maintains the idea of Basel Committee on Bankingfigion (2013) that bank size
is a significant driver of systemic risk. Also, the variabl&@ BV, which gives information about
a bank’s valuation is positively related to a bank’s expedor systemic risk. A greater charter
value coincides thus with a greater exposure to systenkc YWe also include the variable inter-
connectedness which describes the in and out bank conngclibis variable is positively related
to the dynamic MES as a one standard deviation increase in MiEBMIts in an increase of 87
basis points in dynamic MES. Banks that are highly intercotetethrough the interbank market
are more exposed to shocks in the financial systmem thataarenitted through bank contagion
through the entire interbank market. Interestingly, we thrat the bank’s noninterest income share
is also significantly positive related to a bank’s exposorsytstemic risk. More precisely, banks
that engage more in non-traditional banking activities litading and generate profit through fees
and commissions, are more exposed to systemic risk thandmgaging more bank income related

activities.
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We also control for a subsample of large banks in our samplk tatal assets in excess of $ 10
billion. The estiamtion on regression (2) shows that bamk & no longer significantly related to
a bank’s exposure to systemic risk. The MTBYV is still posiyveslated to the dependent variable.
In contrast to our findings in regression (1), we now find théiaak's debt maturity, which is
defined as the total long term debt devided by total debtrgmigr regression with a significant
negative sign. This result maintains the findings of Belteatt Stulz |(2012) and Gorton (2010)
that funding fragility of banks is a critical driver of systec risk. Put diferently, short-term funded
banks are more exposed to systemic risk. Surprisingly, tinénterest-income share is no longer a
significant driver of systemic risk.

Figure[4 shows that during the subprime crisis banks of eacikibg business experienced
a peak in their dynamic MES. Therefore, we repeat our baseégression considering only the
period of the subprime crisis from 2006 through 2009. Theltef this estimation are in line
with the findings in the full sample analysis and show thaktsze is positively related to dynamic
MES. We also find that the variable Leverage, as defined by el al. ((2010) is positively
related to a bank’s exposure to systemic risk. More pregiseghly levered banks are more
exposed than lower levered bank. This result is also in little thie findings of Brunnermeier et/al.
(2012) and Beltratti and Stulz (2012). Moreover, we find bathied perfomed well in the pre-
observation year have statistically significant decrediseid exposure to systemic risk.

We repeat our regressions using the banks’ SRISK as our mpandent variable in regres-
sion (4) through (6). Again, our regression model (4) cantds our baseline regression for our
full-sample analysis. The results show that total assdts&pur regression with a significant and
positive sign. Also, banks noninterest income share isssitlly significant and positive support-
ing our previous results in regression (1) using the bankeadic MES as our main dependent
variable. The variables MTBV, however, now enter our regogswith a significant negative sign.
This implicates that banks with a higher valuation decrelse systemic risk exposure. Analyz-
ing both subsample of large banks and the period during thadial crisis, only banks’ size enters

our regression with a significant positive sign. This resudicates that bank size is a significant
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driver of systemic risk even during times of financial markeimoil. All other variables, however,
do not enter our regression models with a statisticallyiSgant sign.

We also intend to analyze which factors determine a banksritwition to systemic risk as
measured byACoVaR. Regression (7) through (9) constitute our results uai@gVaR as our
main dependent variable. Regression (7) represents ouirteagegression for the analysis of our
full-sample. Again, we find that bank’s size is positivelyated to a bank’s contribution to sys-
temic risk. A one standard deviation increase in bank siadde¢o an increase of 57 basispoints
in ACoVaR. Put dtterently, larger banks contribute more to systemic risk.0Alsnks’ valuation
proxied by the variable MTBV enters our our regression withgaificant negative sign. This
indicated that banks that are higher valuated, contribugeerto systemic risk. In contrast to the
findings in our previous regressions, banks’ leverage smigw our regression with a statistically
significant positive sign. This result implicates that bamkth a higher leverage contribute less
to systemic risk. Also, banks’ lagged bank performance atet¢onnectedness are significantly
related toACoVaR. This means, that banks that performed better and baakare highly inter-
connected contribute more to systemic risk. In contrastit@eevious findings, banks’ noninterest
income share is no significant driver aACoVaR. Analyzing our subsample of large banks in re-
gression (8), we find similar results as in regression-m@del More precisely, banks’ size is
positively related to a bank’s contribution to systemidkrig\lso, leverage enters our regression
with a statistically significant sign. Surprinsingly, theriable noninterest income share ist nega-
tively related to a bank’s contribution to systemic risk.nde, we cannot confirm the findings of

Hovakimian et al./(2012) that a higher leverage leads alsohigher systemic risk exposure.

3.3 Additional Analyses

The results of the previous sections show that bank size ign#fisant driver of both banks’
noninterest income share and systemic risk. Also, the aisatyf Figurd 6 shows that investment
banks have a significantly higher contribution to systersk than banks of the other bank cat-

egories. More precisely, they contribute more to systensic especially during crisis periods
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in comparison to commercial banks, while savings instiugido not show any significant change
during the entire sample period. Therefore, we investigdtbtional analyses in order to analyze if
investement banks and commercial banks onffedin their contribution to systemic risk because
of their different bank size. For this reason, we match each investmektbda@ commercial bank
using bank size, i.e. proxied by log total assets using tlieoér2005 as our reference year. We
employ a matching procedure and follow (Drucker and Rur@s20citetBartramBrownConrad,
Bartram et al.|(2012) and Weil3 et al. (forthcoming) using tfeppnsity-score (p-score) matching
technique to compare banks of both bank categories alomglthek size. First, we estimate a
logit-regression of an indicator function of the banks’eggiry on bank size. Then, investment
banks and commercial banks are matched using the propesgsitgs from our first estimation,
minimizing the diterence of propensity-scores between both bank categtriesfollowing the
"nearest-neighbor” technique with replacement. More igedyg, investment banks are matched to
commercial banks with replacement in order to improve thadityuof our matching Moreover,
we use the pre-crisis peroid as of year end 2005 and contcblihges in our systemic risk mea-
sures can be determined when analyizing the crisis perimdnBtance, we follow Kahle and Stulz
(2013) and perform a fference-in-dierence (DiD) estimation in which we compare our systemic
risk measures of interest along both groups. This procednables us to control for the fact
that the systemic risk measures between treated and cgningbs could be dlierent prior to the

financial crisis and continue to befldirent in the aftermath of the Subprime crisis.
— insert Tablé VIl here —

Table[V] reports the results of ourftBrence-in-dference estimation in which we compare
the changes in our systemic risk measures across treatmeggbatrol groups. We focus on four
different time periods i.e. the pre-crisis period, beginninthethird quarter of 2006 through the
second quarter of 2007 as used in Ivashina and Scharfst#8)2and Kahle and Stulz (2013). The
first year of the Subprime crisis is defined as the third quaft@007 through the second quarter

of 2008, following Duchin et al.| (2010). With the collapse lashman Brothers in Septermber

10 pelta P-score is not statistically significant and therefomplicates a high matching quality.
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2008 which is commoly defined as the peak of the financials;rise define the post-Lehman
period beginning in the last quarter of 2008 through the dasirter of 2009 as well as the post-
crisis period in the last quarter of 2009 through the thir@rtger of 2010. These crises-period
classifications, however, allow us to compare our systeiskaneasures along all periods with the
same length along our two bank-classifications.

Comparing the changes of our risk measures between treatecbatrol groups for the pre-
crisis and the first year of the crisis, we can see that investrinanks on average have a higher
dynamic MES in the pre-crisis than comparable non-investrbanks, although the flierence
in their changes between pre-crisis and first crisis are tapisgcally significant. Similarly, the
results for SRISK show that on average th&eatence between both groups is not statistically
significant. In column (1) we see, that on average investrinenks and comemrcial banksdo not
significantly difer in their dynamic MES between the pre-crisis and the firat yéthe Subprime
crisis. Nevertheless, in the post-Lehman period, we find ithaestment banks experienced a
significant higher increase in dynamic MES than commeraalkis. For the post-crisis period,
however, we find no significantflierence between treated and control group.

Using the same approach, we turn to SRISK as our second sgstisiknmeasure. Investment
banks experienced changes in SRISK between the pre-criseslnd the first year og the cri-
sis that are not statistically significantigirent from the changes commerical banks experienced.
However, for the post-Lehman period, investment banks laalager increase in SRISK from
the pre-crisis period than comparable commercial bankss rBisult holds, when we analyze the
post-crisis period. Further, we use th€oVaR method to analyze féitrences between invest-
ment banks and commercial banks according téeténces in their systemic risk contribution.
Beginning with the changes between the pre-crisis periodtanfirst year of the crisis, no signif-
icant changes between treated and control group cafiibe@d. HoweverACoVaR increases for
investment banks from the pre-crisis period to both the-pesiman as well as the post-crisis pe-
riod in comparison to comparable commercial banks. Thegerdnce are statistically significant,

which means that even in the aftermath of the financial ¢iiisi®stment banks have a higher level
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of systemic risk contribution in comparison to the preisrgeriod. While commercial banks also
experienced an increase in their systemic risk contributtbich was not statistically significant,
we can observe that in the aftermath of the financial crigg gystemic risk contribution almost
decreased at their pre-crisis-level.

We further investigate some subsample analyses to cheakfteeence between commercial
banks and investment banks with regard to their systenkesiposure and contribution. For this
reason, we use bank-specific variables to build these sytdearfsee table VII). More precisely,
we consider only commerical banks that are in the upper dgiat our sample according to
noninterest income share controlling for bank activity &otl assets controlling for bank size.
Moreover, we use the commercial banks’ tier 1 capital raiov@ expect that banks being in
the loest quartile in our sample do noftfdr in their systemic risk contribution to comparable

investment banks.
— insert Tablé VIl here —

The results show that commercial banks experienced changesir dynamic MES that are
not statistically diferent from those of their matched investment banks for aisysgoeriod. This
result is interesting as we see a significant increase inrdiRES for commercial banks that
engage more in non-traditional banking activities. In casitto tablé Ml no significant efierences
between the pre-crisis and post-Lehman period can be dednhietween both groups. Analyzing
differences in dynamic MES for the subsample of large commdyaiaits, we see that significant
differences between treated and control group among all pesieds can be determined. Put
differently, this result also indicates that larger investerbank on the other hand, have a higher
exposure to systemic risk than their matched commericdtarhe third variable we use for our
subsample is the commerical banks’ Tier 1 capital ratio. Tiee 1 Capital ratio is defined as the
ratio of Tier 1 Capital to total risk-weighted assets. As Tiecapital is the highest component
of a banking firms capital and is capable to fully absorbedsssve consider in this subsample
only commercial banks being in the lower quatile of tier litapn our sample. Therefore, banks

with a low tier 1 capital ratio are not able to fully cover thiisses which consequently leads to
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in the banks’ default probabilty. Again, a higher defaublpability could coincide with a higher
exposure to systemic risk. The results show that commeraiaks have changes in their dynamic
MES that is diferent to investment banks between the pre-crisis and thieyéies of the crisis.
More interestingly, according to the post-Lehman and th&-pasis period no significant fiier-
ences between treated and control group can be determirasl.rébult shows on the hand that
commerical banks with a low Tier 1 capital ratio significgriticreased their dynamic MES and
on the other hand that these increases during the crisisoasggmificant from those of investment
banks.

Nevertheless, the comparison to the post-Lehman periogistinat investment banks still con-
trinbuted more to systemic risk than commerical banks, ghahis dfect is no longer significant
when analyzing the post-crisis period. We also test if nedt larger banks are more exposed
to systemic risk than smaller banks in our sample. Therefeesuse all commerical banks with
total assets in the upper quartile and compare these tontlaéaohed investment banks. The results
show that in the pre-crisis to first year period significamtifferences in dynamic MES between
commerical banks and investment banks can be determinezseTdiferences hold, when look-
ing at the other time periods and our DiD estimations. Mortably,we use the Tier 1 Capital
ratio. Our results show that commerical banks with a lower Ti capital ratio have a lower ex-
posure to systemic risk than comparable investment bankismBre interestingly, the fierence
between both control and treated group almost vanishesn wbetrolling for the post-Lehman
period. This means that commerical banks that had a low Teapital ratio at the end of 2005 do
not significantly difer in their change in dynamic MES compared to investment ©ank

Again, we use the flierence-in-dference estimation and use SRISK as our main variable. The
results show that commercial banks with a high noninteresime share have a change SRISK
between the pre-crisis period and the post-crisis periatdithsignificantly smaller than those of
investment banks. This result changes for the other peribtige precisely, commerical banks
report a significant higher SRISK than comparable investrbanks when analyzing thefects

between each period. This result could be explained by tiietfeat SRISK combines both a banks
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liabilities as well as the banks exposure to shocks in equityes. Similar results can b&iamed
when analyzing only commercial banks with a low Tier 1 cdpa#to and their matched investment
banks. However, the analysis of large commercial banks shioat they have a significant lower
SRISK only between the pre-crisis and the first crisis peraddtive to investment banks. For the
other periods, however, no significanffdrences between both groups accroding to thier SRISK
can be determined.

Finally, we use again the same subsample of banks and amsG@eaR for all periods. The
results in column (7) show that commerical banks with a highimterest income share have a
systemic risk contribution that is notftkrent from those of their matched investment banks. More
interstingly, we test the findings of Brunnermeier et al. @20Wvho argue that banks engaging
more in non-core banking activities have a significantlyhleigcontribution to systemic risk. As
we are interested if commerical banks with a high nonintere®me share also contribute more
or similary to systemic risk as comparable investement anke find that in the aftermath of
the financial crisis, i.e. the post-Lehman period and the-pasis period, investment banks still

contribute more to systemic risk than commercial banks.

4 Conclusion

In this paper, we document that investment banks are moresexpand contribute signifi-
cantly more to systemic risk than banks with other businesdats. One main result is that invest-
ment banks have on average a higher annual dynamic MES, SRIEKGoVaR than commercial
banks or savings institutions. These findings can espgdialimaintained for the aftermath of
the LTCM crisis as well as for the Subprime crisis. Since thar@n-Leach-Bliley Act an in-
crease in bank’ non-tradtional banking activity can be mheteed. We investigate the question
whether these increases in non-core banking activitiesralsult in a higher exposure or contri-
bution to systemic risk. We proxy for banking activity usithg banks’ noninterst income divided

by the sum of total interest income and noninterest incommeoulr first analyses using a panel
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regression, we find that banking activity is mainly driventhg banks’ business model as well
as by bank size. Further, we analyze the determinants aéreystrisk and find that bank size
and a bank’s interconnectedness are main drivers of systéski thus underlining the notion of
Basel Committee on Banking Supervision (2013) who argue th# bae and a bank’s intercon-
nectedness through the interbank market are significamerdriof systemic risk. However, the
findings of the Brunnermeier etial. (2012) who find a positidatien between banking activity
and systemic risk contibution can not be confirmed. We ematiitional analyses to investigate
differences in the exposure or contribution between commerardts and investment banks ana-
lyzing the Subprime crisis. We employ the propensity-seoetching technique using bank size
to match investment banks to commercial banks. Using tfierdnce-in-dierence approach, we
find that between the pre-crisis period and the first year @fctisis investment banks and com-
mercial banks show no fierences in their systemic risk measures. For the post-Lelpeaod
and even in the post-crisis period, however, investmenkdane more exposed and contribute
more to systemic risk than their matched banks. Moreoveinvestigate further subsample anal-
yses in which we analyzed whether commercial banks with la haninterest income share show
similar systemic risk levels as comparable investment a@ur key result is, that commercial
banks engaging more in non-traditional banking activitiesnot show any significant flerences
to investment banks according to their systemic risk cbation, though significant fierences
according to their systemic contribution still maintain.

Our findings have relevant implications for both regulatagsswell as politicians. Especially
the collapse of the U.S. investment banking sector showsdla@ance of these banks for the
entire financial stability. This paper shows that comméniemnks and savings institution, that
are subjects regulations on capital adequacy and an dxgéposit-insurance schemes have a
significant lower contribution and exposure to systemik tlsan investment banks. However,
a higher non-traditional banking activity coincides witthigher exposure to systemic risk. A
universal banking model, however, could be a good way to @goindvestment banking businesses

in a safe and sound manner.
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Appendix |: Variable definitions and data sources.

The appendix presents definitions as well as data sourcesl fdependent and independent variables that are used
in the empirical study. The bank characteristics wereaedd from theThomson Reuters Financial Datastreamd
Thomson Worldscopdatabases. The country control variables are taken froriivéd Bank’s World Development
Indicator (WDI) database. Data on the banks’ regulatoryrerwnent and deposit insurance schemes are taken from
Barth et al.|(2006) and Demiiig-Kunt et al.|(2008), respectively.

Variable name Definition Data source
Dependent variables

Buy-and-hold returns Annual buy-and-hold stock returnagoted from the first and last trading day in ayear.  Datastream, calc.
MES Annual Marginal Expected Shortfall as defined by Achatal. (2010) as the average Datastream, own. calc.

return on an individual bank’s stock on the days Werld Datastream Bankdex expe-
rienced its 5% worst outcomes.

Dynamic MES Dynamic Marginal Expected Shortfall as defined bhakya et gl (2010) and calculated Datastream, own. calc.
following the procedure laid out by Brownlees and Ehgle 01

ACoVaR ConditionahCoVaR as defined by Adrian and Brunnermeier (2011), measuttbé dif- Datastream, Chicago
ference between the Value-at-Risk (VaR) of a country-djpfinancial sector index con- Board Options Exchange
ditional on the distress of a particular bank and the VaR efdfctor index conditional Market, Federal Reserve
on the median state of the bank. As state variables for the ciatipu of conditional Board’s H.15, S&P, own.
ACoVaR, we employ the change in the three-month Treasury é| the diference be- calc.
tween the ten-year Treasury Bond and the three-month Trebslrate, the change in
the credit spread between BAA-rated bonds and the Treaslirate, the return on the
Case-Shiller Home Price Index, and implied equity market ildjafrom VIX.

Bank characteristics

Total assets Natural logarithm of a bank’s total assetsalfiar end. Worldscope (WC02999).
Market-to-book Market value of common equity divided by boakue of common equity. Worldscope  (WC07210
and WC03501).
Leverage Book value of assets minus book value of equity plukehgalue of equity, divided by Worldscope (WC02999,
market value of equity (see Acharya etlal.. 2010). WC03501, WCO08001),
own calc.
Non-interest income Non-interest income divided by the surtotl noninterest income and total interestWorldscope  (WC01021
income. and WC01016).
Debt maturity Total long-term debt (due in more than one yeiaijield by total debt. Worldscope  (WC03251
and WC03255).
Performance Buy-and-hold returns of a bank lagged by one year Datastream, own. calc.
Liquidity Amihud measure of an individual stock’s illiquigitadjusted following the proce- Datastream, own calc.
dure proposed by Karolyi etal. (2012). The adjusted Amihud suezis defined as
—In (1+ Pil:%\./tclq() whereR;; is the return,P;; is the price and/O;; is the trading vol-

ume of stock on dayt.
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Figures and Tables

Figure 1. Development of the share of noninterest incometroperating revenue, 1984-2012

This figure plots the quarterly share of noninterest incomeet operating income revenue from 1984-2012. Data
source: Aggregate data from FDIC.
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Figure 2. Development of the share of noninterest incometroperating revenue categorized by
bank size, 1997-2013

This figure plots the quarterly share of noninterest incomett operating income revenue from 1997-2013 for banks
in excess of $ 1 billion total assets and for banks with tasakss below $ 1 billion. Data source: Aggregate data from
FDIC.
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Figure 3: Banknumbers sorted by bank type

This figure shows the portion of each bank category on thénoataber of bank-year observations .
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Figure 4. Development of the average Dynamic MES categtiyebank type, 1999-2012

This figure plots the average dynamic Marginal Expected Shortfall (Md&3)l banking categories between
1999 and 2012. The dynamic MES estimates are averaged annually filgrivie& estimates computed by
the use of the dynamic model proposed by Brownlees and Engle (2012).
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Figure 5. Development of the average SRISK categorized bk tyge, 1999-2012

This figure plots the average SRISK for all banking categories betw@#hdnd 2012. The SRISK estimates
are computed using the methodology laid out by Brownlees and Engle (28d2)charya et al. (2012).
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Figure 6. Development of the average delta CoVaR categohydxhnk type, 1999-2012
This figure plots the average delta CoVaR for all banking categories bath@99 and 2012.
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Figure 7: Development of the noninterest income share

Panel A shows the development of the average noninterest incomeb&vegen 1999 and 2012. Panel B
represents the average noninterest income share categorized biyjpanRanel C reports the noninterest
income share intervals for the entire sample.
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Figure 8: Diferences in the systemic risk exposure and contributionvelsiiment banks and commercial banks during the Subprime
crisis

This figure plots histograms of theffirences in the estimates of the dynamic MES as well as de\ftalmeasures for investment banks and commercial banks for
each crisis period. The MES estimates are computed by thefule dynamic model proposed by Brownlees and Engle (2(&)el A represents the pre-crisis
period, Panel B the first-year of the crisis. Panel C repitsgdée post-Lehman period and Panel D the last year of this.cris
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Table 1I: Descriptive statistics by year

This table presents annual mean values of all bank-levakgdbr the entire sample we use in our empirical study. Thenmelues of the variables are computed
from data covering the time period from 1999 to 2012. All ghfes are created using U.S. dollar denominated data. SBi8Kotal assets are given in billion
U.S. dollars. Definitions of variables as well as descriiof the data sources are given in Tdble | in the Appendix.

Bank- Buy- Inter- Noninterest
year-  Dynamic and-hold Total Market- connected- Debt- income Liquidity Cash
Year Obs. MES  ACoVaR SRISK returns Assets to-book  Leverage ness maturity rforff@ance share & Due

1999 736 0.0078 -0.0044  1.0489 -0.0880 94.964 2.1137 7.3849 0.0630 0.4755 -0.0935 0.1763 -0.0013  0.0324
2000 762 0.0822 -0.0193  1.1293 0.0167 98.578 1.8861 8.7417 .083D 0.4109 -0.1124 0.2269 -0.0018 0.0291
2001 680 0.0156 -0.0138  1.2848 0.2198 109.499 1.7231 16.378 0.0835 0.4539 -0.0010 0.2072 -0.0020 0.0284
2002 661 0.0170 -0.0105 1.5446 0.1220 120.355 1.7667 8.7985 0.0722 0.5424 0.2046 0.2293 -0.0020 0.0291
2003 667 0.0096 -0.0100 1.5164 0.3361 127.465 1.7054 8.3354 0.0624 0.5752 0.1207 0.2656 -0.0016  0.0286
2004 656 0.0108 -0.0051  1.7640 0.1242 142.345 2.2253 6.6411 0.0685 0.5680 0.3377 0.2963 -0.0008 0.0262
2005 633 0.0066 -0.0045 2.0389 -0.006 169.719 2.3563 6.0987 0.0642 0.56779 0.1330 0.2878 -0.0011  0.0222
2006 627 0.0103 -0.0027  2.2565 0.1072 187.978 2.1799 6.5880 0.0692 0.5517 -0.0095 0.2545 -0.0005 0.0232
2007 607 0.0231 -0.0124  2.5694 -0.2403 221.729 2.2129 6.398 0.0747 0.5473 0.1018 0.2405 -0.0005 0.0236
2008 587 0.0505 -0.0401  3.0325 -0.4575 259.792 1.5947 8.683 0.1123 0.5422 -0.2571 0.2365 -0.0006  0.0205
2009 559 0.0551 -0.0266  2.7645 -0.1268 241.522 1.1717 83.95 0.0942 0.5896 -0.4450 0.2391 -0.0020 0.0181
2010 573 0.0211 -0.0157  2.3160 0.0829 240.236 2.4747 24.066 0.0719 0.6145 -0.1105 0.2648 -0.0041  0.0202
2011 561 0.0378 -0.0265 2.6896 -0.1511 253.382 1.3457 39.71  0.0897 0.6258 0.0810 0.2729 -0.0021  0.0201
2012 554 0.0189 -0.0107  2.7433 0.1924 258.775 1.1350 16.685 0.0715 0.6303 -0.1573 0.2677 -0.0017  0.0222

Avergage 633 0.0262 -0.0144  2.0499 0.0097  180.4532 1.84940.6766 0.0772 0.5497 -0.0148 0.2475 -0.0016  0.0246
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Table 1ll: Descriptive statistics by bank type

This table presents average mean values of all bank-leligv#or the entire sample we use in our empirical study cagd by bank type. The mean values of
the variables are computed from data covering the time gérion 1999 to 2012. All variables are created using U.S.adalenominated data. SRISK and Total

assets are given in billion U.S. dollars. Definitions of alites as well as descriptions of the data sources are givEabig[] in the Appendix.
Bank- Buy- Inter- Noninterest
year-  Dynamic and-hold Total Market- connected- Debt- income Liquidity Cash
Business type Obs. MES ACoVaR SRISK returns Assets to-book  Leverage ness maturity rfoff@nce share & Due
Commercial banks 392 0.0262 -0.0142  2.3196 0.0050 20.2106 706.7 10.2701 0.0765 0.4945 -0.0164 0.2549 -0.0015 0.0318
Savings institutions 150 0.0178 -0.0102  0.3747 0.0388 1300 1.2718 11.5226 0.0745 0.6394 -0.0115 0.1690 -0.0019 90.01
Investment banks 57 0.0440 -0.0228  3.5848 0.0131 40.0062 32@.7 4.1425 0.0847 0.5981 0.0272 0.6364 -0.0013  0.0001
Others 35 0.0347 -0.0151  1.3172 0.0300  14.4497 19329 88.28 0.0759 0.6348 0.0384 0.1559 -0.0025 0.0056
Avergage 159 0.0307 -0.0156  1.8991 0.0217 19.4169 2.1768 .0531 0.0779 0.5917 0.0094 0.3040 -0.0018 0.0144
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Table IV: Regression on banking activity

This table shows results from our panel regression usingfixed efects and clustered standard errors. The dependent vaisabkbanks noninterest income share which is used as a pyokgiiking
activity. Regressions are estimated at the firm-level anpuath the independent variables listed in the first columnsiits of the regression together with corresponding pesaand the number of
observations are reported in the table. All explanatoriatées are lagged by one year. Variable definitions and datecss are provided in TalIk | in the Appendix. Model (1) d¢ibates our baseline
regression that includes all banks in our sample. Model (@3 osly bank-year observations of large banks with totadtase excess of $ 10 billion. Regression (3) uses only obsiens from during

the financial crisis from 2006 through 2009. Model (4) comssconly depository institutions.
** xx % denote coefficients that are significant at the 1%, 5%, and 10% level, ctispdy. Adj. R? is adjusted R-squared.

Fulls sample Large banks 2006-2009 Depository institutions
Total Assets 0.087  **x 0.084 0.086  *** 0.089
(0.000) (0.000) (0.000) (0.000)
Equity 0.002 0.701 -0.007 0.031
(0.939) (0.001) (0.844) (0.261)
Performance -0.004 -0.015 0.027 hid 0.006
(0.389) (0.456) (0.011) (0.1247)
Interconnectedness -0.060 -0.184 -0.070 -0.051
(0.181) (0.434) (0.316) (0.155)
Investment bank dummy 0.379  *** 0.173  *** 0.396  ***
(0.000) (0.000) (0.000)
Commercial Bank dummy -0.298 -0.269 ¥ -0.307
(0.000) (0.000) (0.000)
Savings institution dummy -0.347  wx* -0.448  *x* -0.336  **
(0.000) (0.000) (0.000)
Observations 7401 879 1971 6923
R? 0.529 0.366 0.558 0.248
Adj. R? 0.528 0.358 0.554 0.246
Time fixed dfects Yes Yes Yes Yes
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Table V: Regression of banks’ exposure and contribution stesgic risk

This table shows results from our panel regression usingfixee efects and clustered standard errors. The dependent variablase are the annual averaged daily MES estimates from thel ofod
Brownlees and Engle (2012), SRISK andAi@oVaR as dependent variables. Regressions are estimatedfaii-level annually with the independent variables listethe first column. Results of the

regression together with corresponding p-values and theruof observations are reported in the table. All explayatariables are lagged by one year. Variable definitionsdatd sources are

= % * denote coefficients that are significant at the 1%, 5%, and 10% level, ctisedy. Adj. R? is adjusted R-squared.

provided in Tabl&ll in the Appendix. Regressions (1) thro(@remploy the banks’ Marginal Expected Shortfall as the depat variable. Regressions (4) to (6) use the banks’ SR§SKearegressand
and models (7) to (9) use thefidirence iIMMCoVaR as the dependent variable. Models (1), (4) and (7)titotesour baseline regressions that include all banks irsample. Models (2), (5) and (8) only
use bank-year observations of large banks with total agsetscess of $ 10 billion. Models (3), (6) and (9) estimate sagaregressions for the period during the financial crigimf2006 through 2009.

Dependent variable Dynamic MES SRISK CoVaR
Sample: Full sample Large banks 2006-2009 Full sample Lizagks 2006-2009 Full sample Large banks 2006-2009
Total Assets 0.018  *** -0.013 0.027 i 7792046.477  *** 965083883 i 10098505.318 i -0.013 i -0.009 il -0.019 ok
(0.000) (0.503) (0.000) (0.000) (0.000) (0.000) (0.000) (0.004) 0o®.0
Market-to-book 0.004  *** 0.035  ** 0.001 -813593.600 i -164768138 -410254.285 -0.001 i 0.005 ** -0.002 **
(0.000) (0.013) (0.573) (0.000) (0.407) (0.178) (0.000) (0.046) 1®).0
Leverage 0.000 0.000 0.000 i 13948.569 279237.177 7802.880 0.008+* 0.001 i 0.000  ***
(0.412) (0.994) (0.003) (0.297) (0.124) (0.848) (0.000) (0.000) 0om.0
Performance -0.004 -0.022 -0.020 790069.704 -4580021.173 45383.043 -0.002 ** 0.006 0.001
(0.132) (0.529) (0.000) (0.121) (0.364) (0.843) (0.033) (0.285) 9.6
Interconnectedness 0.210 Fokk 0.534 0.030 -6038252.053 53298353 -2417533.523 -0.044 Fork 0.050 -0.036 il
(0.000) (0.103) (0.192) (0.136) (0.251) (0.748) (0.000) (0.335) 0@.0
Debt maturity 0.002 -0.080 * -0.005 125226.407 6072771.839 60826 0.000 0.008 0.004
(0.398) (0.093) (0.213) (0.802) (0.367) (0.601) (0.784) (0.323) o1
Noninterest income 0.016 ek 0.021 0.012 b 2136181.859 il -81186.075 2196340.793 0.002 0.009 0.008 il
(0.001) (0.606) (0.033) (0.005) (0.155) (0.182) (0.126) (0.145) 28).0
Observations 7170 187 1928 4591 187 1218 7170 187 1928
R2 0.066 0.073 0.179 0.268 0.893 0.312 0.211 0.205 0.209
Adj. R2 0.066 0.065 0.178 0.267 0.792 0.309 0.210 0.182 0.208
Time fixed efects Yes Yes Yes Yes Yes Yes Yes Yes Yes
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Table VI. Difference-in-Diferences (DiD) results of banks’ contribution and exposoigystemic risk

This table shows the flerence-in-dierence results using the propensity-score technique tohnratestment banks to comparable commercial bank$ef2nces
in banks’ exposure and contribution to systemic risk betwtbe treated (commercial banks) and control (investmemt$)agroups are reported for each crisis
period. *** ** * denote codficients that are significant at the 1%, 5%, and 10% level, stisjedy. Adj. R? is adjusted R-squared.

Precrisis (2006Q3-2007Q2) versus First year (2007Q3-2028
Treated firms

precrisis

First year

Difference

Control firms
precrisis
First year
Difference

DID
p-value for t-test

P-score
p-value for t-test
Number of observations

Precrisis (2006Q3-2007Q2) versus post Lehman (2008Q4QG)
Treated firms
precrisis - post Lehman

Control firms
precrisis - post Lehman

DID
p-value for t-test
Number of observations

Precrisis (2006Q3-2007Q?2) versus post crisis (2009Q40ZIR)
Treated firms
precrisis - post crisis

Control firms
precrisis - post crisis

DID
p-value for t-test
Number of observations

Dynamic MES

0.0056
0.0201
-0.0145

0.0222
0.0350
-0.0128

-0.0017
(0.114)

0.0000

(0.156)
405

-0.0607

-0.0936
0.0329  ***

(0.000)
405

-0.0230

-0.0237

0.0007
(0.666)
405

SRISK

681885
762339
-80454

565197
611734
-46537

-33916
(0.211)

0.0000

(0.015)
273

-117694

-744041
626347

(0.000)
273

-140605

-1036807

896203  **
(0.000)
273

Delta CovVaR

-0.0068
-0.0203
0.0135

-0.0091
-0.0239
0.0149

-0.0013
(0.158)

0.0000

(0.156)
405

0.0307

0.0502
-0.0195 ¥+

(0.000)
405

0.0081

0.0179

-0.0098
(0.000)
405

Buy-and-hold returns

0.0114
-0.5154
0.5268

0.2664
-0.2350
0.5014

0.0254
(0.499)

0.0000

(0.156)
405

0.4103

0.3323
0.0781 *

(0.073)
405

0.1037

0.4916

-0.3879  ***
(0.000)
405




Table VII: Subsample anlysis of theftérence-in-dference estimations

This table shows the flerence-in-dference results using the propensity-score technique tohnratestment banks to comparable commercial bank$ef@nces
in banks’ exposure and contribution to systemic risk betwtbe treated (commercial banks) and control (investmemtd)agroups are reported for each crisis

17

period. *** ** * denote codlicients that are significant at the 1%, 5%, and 10% level, ctisjedy. Adj. R? is adjusted R-squared.

Dynamic MES SRISK Delta CoVaR
High Low High Low High Low
noninterest Large Tier 1 noninterest Large Tier 1 nonirstere Large Tier 1
income banks capital income banks capital income banks tatapi
share ratio share ratio share ratio
Precrisis (2006Q3-2007Q2) versus First year (2007Q3-Q208
Treated firms
precrisis 0.0068 0.0088 0.0059 1.6450 1.860936 1.3768 -0.0103 39.01 -0.0089
First year 0.0230 0.0305 0.0227 1.843331 2.085677 1.5343 -0.0267 .0419 -0.0271
Difference -0.0162 -0.0217 -0.0169 -0.1983 -0.224741 -0.1576 0.0164 280.0 0.0182
Control firms
precrisis 0.0195 0.0204 0.0197 1.2750 1.416652 1.0450 -0.0105 13.01 -0.0100
First year 0.0340 0.0382 0.0327 1.2884 1.441917 1.0674 -0.0293 710.02 -0.0278
Difference -0.0145 -0.0177 -0.0130 -0.0135 -0.025265 -0.0224 0.0188 158.0 0.0178
DiD -0.0017 -0.0040 * -0.0039 *x -0.1848 *x -0.199476 Fokk -0.1352 * -0.20 0.0122 Hokk 0.0005
p-Wert (0.331) (0.070) (0.046) (0.026) (0.010) (0.071) (0.194) (0.000) .7
Precrisis (2006Q3-2007Q2) versus post Lehman (2008Q9Q8p
Treated firms
precrisis 0.0068 0.0088 0.0059 0.0000 1.860936 1.3768 -0.0103 39.01 -0.0089
post Lehman 0.0960 0.1306 0.0926 0.0000 2.181164 1.5884 -0.0525 7640.0 -0.0505
Difference -0.0892 -0.1218 -0.0868 0.0000 -0.320228 -0.2117 0.0423 250.06 0.0416
Control firms
precrisis 0.0195 0.0204 0.0197 1.2750 1.416652 1.0450 -0.0105 13.01 -0.0100
post Lehman 0.1178 0.1165 0.1187 2.1923 1.579236 1.6765 -0.0668 7160.0 -0.0652
Difference -0.0983 -0.0961 -0.0990 -0.9174 -0.162584 -0.6315 0.0562 6030.0 0.0552
DiD 0.0091 -0.0257 ek 0.0122 0.6512 *x -0.157644 0.4198 * -0.0140 Fokk oz -0.0136 Fork
p-Wert (0.410) 0.0060 (0.228) (0.032) (0.122) (0.085) (0.001) 0.4947 (9.000
Precrisis (2006Q3-2007Q2) versus post crisis (2009Q40Q8)
Treated firms
precrisis 0.0068 0.0088 0.0059 1.6450 1.860936 1.3768 -0.0103 39.01 -0.0089
post crisis 0.0378 0.0476 0.0329 1.959146 2.244264 1.5958 -0.0206 0.0272 -0.0181
Difference -0.0310 -0.0388 -0.0270 -0.3141 -0.383328 -0.2191 0.0103 1330.0 0.0092
Control firms
precrisis 0.0195 0.0204 0.0197 1.2750 1.416652 1.0450 -0.0105 13.01 -0.0100
post crisis 0.0466 0.0449 0.0462 2.6384 1.745515 2.0110 -0.0297 268.0 -0.0277
Difference -0.0271 -0.0245 -0.0265 -1.3634 -0.328863 -0.9659 0.0191 152.0 0.0177
DiD -0.0039 -0.0143 Fokk -0.0005 1.0493 Fokk -0.054465 0.7469 *x -0.0089 ***  -0.0019 Fokk -0.0085 Fork
p-Wert (0.303) 0.0000 (0.893) (0.009) (0.685) (0.021) (0.000) 0.0000 (9.000
Nobs. 103 103 101 79 91 7 103 103 103
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